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FUNCTIONAL EQUATIONS RELATED
TO HOMOGRAPHIC FUNCTIONS

Janusz Matkowski (Zielona Géra, Poland)

Dedicated to the siztieth birthday of Professor Antal Jdrai

Abstract. A functional equation in two variables related to homographic
functions is introduced. The solutions are established with the aid of some
results on functional equations in a single variable. A conjecture on a
general solution is presented.

1. Introduction

We consider the functional equation

a (3H) —a(2) (32040(;;”4)—04(@) 1,

o (552) - a(x) (y) —a(z)

in two variables where the unknown function « is continuous and strictly mono-
tonic in a real interval. It is easy to verify that any homographic function is a
solution. In section 2 we present some motivation. In section 3 we show that
this equation is a consequence of a more complicated functional equation in
three variables (*) appearing in connection with the problem of existence of
discontinuous Jensen affine functions in the sense of Beckenbach with respect
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to the two parameter family of functions {ba + ¢ : b, ¢ € R}, and related to the
invariance of double ratios of four points.

In section 4, applying an M. Laczkovich theorem [4], we prove that if a
continuous function satisfies this equation in any interval (ag, o) then it is a
homographic function.

In section 5, assuming some local regularity conditions, we consider some
related functional equations in a single variable. A possible application of the
celebrated regularity theorems of A. Jarai [1] is mentioned.

2. Some motivations

In order to present a problem leading to the considered equation, take a
continuous and strictly monotonic function « defined on an interval I and
consider a two parameter family of functions defined by

Fo ={ba+c:a,beR}.

The family F,, has the property: for every two points (z1,y1), (x2,y2) € I xR,
1 # x9, there is a unique function ba + ¢ in F, such that

ba (x1) + ¢ = y1, ba (z2) 4+ ¢ = yo;
more precisely, the real numbers

po Y1y a(z1)y2 — a(z2)yr

alm) —alzs)” T alw) - alws)

are uniquely determined. Following a more general idea due to Beckenbach,
we say that a function f: I — R is convezr with respect the family F,, briefly,
Fo-conver, if for all 1,29 € I, 1 < 2, we have

f(z) < ba(z) +c, T < < o,

where

a(z) — a(rz)’ a(z1) — a(zs)

_ fla) = flag) o = @) f(z2) — afz2) f(21)

)

Fo-concave, if the reversed inequality is satisfied, and F,-affine if it is both
Fo-convex and F,-concave.

Note that a function f is Fy-affine iff f € F,.
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Adopting the idea of Jensen, we say that a function f : I — R is Jensen
Fa-conver if, for all x1, 29 € I,

f<1142rl’2) < ba <I142FI2> Yo

where b and ¢ are given by the above formula; Jensen F,-concave if the reverse
inequality is satisfied, and Jensen F,-affine if it is both Jensen F,-conver and
Jensen F,-concave, that is if, for all z1, 29 € I,

f (Il ;—Iz) fla1) = flza) | <f€1 ;952) . a(z1) f(x2) — a2) f(71)

or, equivalently

; <$1 +x2> _ o (=422) — a(z)

2 a(zy) — a(zs)

oa) —a (242)

a(r1) — a(zs)

fz1) +

f(2).

For e := id |1 one gets the classical notions of convex, concave, affine and Jensen
convex, Jensen concave and Jensen affine functions. It is known since Hamel
that there are discontinuous Jensen affine functions and that every Jensen affine
function f: I — Risof the form f(z) = A(x)+a, x € I, where A is an additive
function and a € R which, in general, does not belong to F,. In this context
a natural question arises: determine all functions « : I — R which admit the
discontinuous Jensen F,-affine functions.

In [7] it was shown that this problem leads to the following, quite compli-
cated, functional equation of three variables

a(=F=) —aly) «
a(*5%) —aly)

Q —
8
vl
(83
SN—
|
Q
—
X

(%)

for all z,y,2 € I, (x + 2 — 2y)(x — 2)(x — y) # 0.

Note that this equation can be written as the equality of the following two
double ratios:

0 (F252) —a@) o (2H5) —a ()
(0%
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Taking into account that for all admissible z,y,z € I,

z+2yt+z z+2y+z  ytz Tty _
1 Y. —a 7 1= Y. <
Ttz _ Cozdhy _ytzx o4 _ : _
o Y 3 3 4 -y r—z

we conclude that any homographic function « satisfies equation (x).

In [7] it was proved that a continuous and monotonic function satisfies (x)
if, and only if « is any homographic function. This fact implies that a family
Fo admits discontinuous Jensen affine functions in the Beckenbach sense iff
a is a homographic function. In [7], as an application, an answer to a more
general question posed by Zs. Péles [8] is given.

3. A functional equation related to equation (x)

We prove the following

Theorem 1. Let I C R be an interval. If a continuous function a: I — R
satisfies equation (x), then it is strictly monotonic and

o (35Y) — a(z) (3_204(“7;?4) —a(x)

4
a(H52) —a(2) a(y) —a(z)

(1)

>:17 z,y€el, x#y.

Proof. Equation (%) implies that « is one-to-one. The continuity of «
implies that it is strictly monotonic. By the continuity of «, letting x — ¥ in
(x), we infer that, for every y € I, the limit

(2) ¢(y) = lim
exists and, for all y # z,

o (M) —ala(tyE) —alz) o) —a(?)
a(BF)—aly aw-al)  aly-a(*F)

Similarly, letting y — x in (x), we infer that, for every x € I, the limit

e g A2 —a )

(3) y o(y).
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exists and, for all x # z,

a(Szjz)_a(m)a(x;z)_a(z) _ (31+z) «a z)d)( )
a(E2) —a(z) alr)—a(z) o (252)
Thus
() Y=
Hence, letting z — 2z in (%), making use of the definitions of ¢ and ¢ and the
identity
x+2y+z\ N
4 B 2
we get
0 () —al) (v4) () —aW)
a(z) —a(y) 2 a() aly)
for y # z, whence
y+z
sD(Z)=<p< 5 ) y# z,
and, consequently, ¢ is a constant function in [.
Letting x — y in the identity
0 (52) ~a) o) -a(5) _

a(z) —a(y) a(z) —aly)
and making use of (2), (4) we get ¢ + 1 = 1, whence by (5),

Now, from (3), we get

o (M) —a@) a () —al)
a(BF) —aly) aly) -

for y # 2. Since
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that is, for y # z,

Since

we get, for all y,z € I, y # z,

a (M) —al(y) (3_a(y+z a<y>> 1

— 2 —
a(F) —aly) \2 (2) —a(y) 2’
which was to be shown. | |

Remark 1. Let A : R — R be an arbitrary additive function and a, b, ¢,d €
€ R be such that ad — bc # 0. Then it is easy to check that the function «
given by
aA(x) +b
alw) = cA(z) +d

is a solution of equation (1) (as well as of equation (x)).

Remark 2. A function a : I — R satisfies equation (1) iff so does the
function h o «, where h is an arbitrary nonconstant homographic function.

Remark 3. Let k,m,p,q € R, kp # 0 be arbitrarily fixed. A function
a : I — R satisfies equation (1) iff the function B(z) = ka(pz + q) + m
satisfies equation (1) with « replaced by 8 and the interval I replaced by
J={zeR:px+qel}.

Remark 4. Interchanging = and y in (1) and then eliminating « (y—;—z)
from both equations we obtain the functional equation

0@ -] o (*5) —a ()] -
sfo-a (2] o (22) o]

z,y €1,

which can be written in the form

sa(@a@) +aa () vama ()4

s (F22) 0 (2522) a1 (£52) st (552).
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whence

8a () o (y) a(r) —9a(y)  aly) - (z)

- 4 — - - +8=0.
o(Z)a(BY) (55 o (*52)

Remark 5. Interchanging « and y in (1) we obtain the simultaneous system
of functional equations

a(3x+y> _ Oé(x+y)[

4

) —

( y)] — 2a(z) o (y)
(+y

x) — 3a(y)

o
+ a ()
x)]—Qa( )a(y)
y) — 3a (x) ’

Q

N (x+3y) _ a(w’)[

a(
4 ()

8
\+

+

)
y) —
20 (*5%)

which can be iterated.
4. Main result

In this section we need the following result which is a special case of
M. Laczkovich theorem [4].

Lemma 1. (M. Laczkovich [4]) Let p,q, A, B be positive and such that ﬁgg
is irrational. If A1, Ao are the roots of the equation

Ap* + Bg* =1

then every nonnegative measurable solution f : (0,00) — (0,00) of the func-
tional equation

f(z) = Af(pz) + Bf(qz), = >0,
s of the form
f(x) = ra* + sax’2, x> 0.

Remark 6. If A+ B = 1 then the condition of positivity of the solution
can be replaced by a weaker condition of the boundedness below.

Lemma 2. Let p, A be positive numbers and p < 1. If for some d > 0, a
function f: (0,00) — R is strictly increasing and positive in an interval (0,0)
and satisfies the functional equation

fla) = (1+A)f(px) — Af(p°2), x>0,

then f is positive in (0, 00).
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Proof. Suppose that f satisfies the assumptions of the lemma. Putting
o(x) := f(z) — f(px) for £ > 0 we get

p(z) = f(z) = f(px) = A[f(px) — f(P*z)] = Ap(p),
whence, by induction,
p(r) = A"p(p"z), neN, z>0.

Take an arbitrary « > 0. Since p < 1, there is an ng € N such that p™z € (0, 9)
for all n € N, n > ng. Since f is increasing in (0,9), we get

p(x) = A"p(p"z) = A" [f(p"z) — f(p"T'2)] >0, n>no,

whence

and, consequently,
f(x) > f(px), x>0.

Hence, by induction,
fl@)> f@p"z), >0, neN.

Since f is strictly increasing and positive in (0,0), letting n — oo we get
f(z) > 0 for all z > 0 which was to be shown. |

The main result reads as follows.

Theorem 2. Let ag € R be fized. A continuous function « : (ag,00) — R
satisfies equation (1) if and only if, « is a homographic function, i.e.

(@) ar+b -
a\Tr) = —— X Q,
Cl‘—f—d’ 0>

for some a,b,c,d € R, ad # be.

Proof. Suppose that a continuous function « : (ag,c0) — R satisfies equa-
tion (1). By (1) it must be strictly monotonic in (ag,c0). Without loss of
generality we can assume that « is strictly increasing. Take arbitrary zo > 0
and define 5 : (0,00) — R, B(x) := a(x+xo) —a(xg). Of course § is continuous,
strictly increasing, 8(0) = 0 and, by Remarks 2 and 3, /3 satisfies equation (1),
that is

>1, z,y >0, x#£y.
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Setting y = 0 we get

BCEE) =B [, ,B(5)—B@&)) _ .
mwmm<32 5 (@) )‘L v

which, after simple calculation, can be written in the equivalent form

3 1 2

5 A5G B@ T

= —— x>0
B (_’I;) K K
is decreasing and satisfies the functional equation
f@)=35f(G2) + 3/ (52), >0

Put p = %, q= %, A= %, B = % Note that iggfl’ is irrational and the only
solutions of the equation Ap* + B¢* = 1, that is

12A+24A_1
3\3 3\3/)

are the numbers A\; = 0 and Ay = —1. By Lemma 1 there are r, s € R, such
that s
flx)=ra® +sa7t =r+ =, x> 0.
T
Thus, by the definition of f,
1 T
= ——= 0

where, obviously, s # 0. Now the definition of § implies that

alx 4+ x0) = a(xg) + ’

. z > 0.

It follows that « is a homographic function in the interval (x¢, c0), i.e

(@) ar +b -
alr) = ——, T > g,
cx+d 0

for some a, b, c,d € R, ad # be. Since xy > ag is arbitrarily chosen, the proof is
completed.
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5. Some related functional equations

Assume that a one-to-one function « satisfies equation (1) in the interval
I. Take an zy € I and define a function g by

(6) B(z) = a(z + zo) — a(zo), x € J:=1—ux.

In view of Remark 3 the function § satisfies equation (1) in the interval J, i.e.

B(3E) — B (2) 5 _of (Z2) — B (x)
B(y) — B (z)

Since 8(0) = 0, setting here 2z = 0 and then replacing y by x we get

>:1, r,y€J, x#y.

ggg <3—26ﬂ((§:))>:1, z€eJ, x#0.
It follows that ¢ : J — R defined by
_8(3)

satisfies the functional equation

@(g)[?)—&p(x)]:l, xeJ x#0.

If the limit 7 := lim,_,o ¢ () exists then, obviously,  # 0. Setting ¢(0) := 7,
we see that ¢ satisfies the functional equation

9) e T
2

Theorem 3. Let J C R be an interval such that 0 € J. Suppose that
¢ J = R satisfies equation (9). Then either ¢(0) =1 or ¢(0) = 5. Moreover,

1. if p(0) =1 and
e(z) =1+0(z), -0,
then ¢ satisfies (9) iff o =1 in J;

2. if (0) = % and, for some p € R,

1
o) = B + px + 0(332), z — 0,
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then ¢ satisfies (9) iff

_Adpz+1

= J.
dpr + 2’ ve

(10) p(x)

Proof. Setting z =0 in (9) we get n = 3 — % for n := ¢(0), whence either
n=1orn= %
Putting f(z) = £ for z € J and H(y) := 2 — ﬁ for all y € R we can write

equation (9) in the form
o(x) = H(elf(@)]), xel

In the case when 1 = 1 we have H'(n) = 3, whence, by the continuity of H’
at the point ) = 1 we infer that there exists a § € [3,1) and § > 0 such that

(11) |H(y1) — H(y2)| < 0ly1 — yo

for all y € (n—6,n+6). Since 0 < f(z) < sz for all z € J with s = 1 and
s6 < 1, by applying a general uniqueness theorem [5, Theorem 1] (cf. also [4],
p. 200-201), we conclude that there exists at most one continuous solution ¢
such that ¢(0) = 1. Since the constant function ¢ = 1 satisfies equation (9),
the first part of the theorem is proved.

In the case when 17 = 1 we have H’'(n) = 2. By the continuity of H’ there

exists 6 € [2,4) and § > 0 such that (11) is fulfilled for all y € (n — §,n + 9)
and s?0 = § < 1. Since the function (10) is a solution of (9) and

1 4px? 1 9
<p(x)—§+px—4px+1—§+p:r+0(x ), x — 0,

the uniqueness of ¢ follows from the already cited theorem in [5]. This com-
pletes the proof. [ |

Now applying this result we prove

Theorem 4. Let I C R be an interval. Suppose that the function a: I — R
satisfies equation (1). If for some xo € I there exists the limit

. a(E+a) — alw)
7 := lim ,
20 a(x + z9) — az)

then n = % If moreover, for some p € R,

@ (% + a:o) — a(x)
a(x+ x0) — alzg)

1
:§+px+0(502), x— 0,
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and « is continuous at least at one point x1 € I, x1 # xq, then

ar +b

a(r) = ard

for some a,b,c,d € R, ad # be.

zel,

Proof. Suppose that o : I — R satisfies equation (1). Take an zy € I,
put J := I — 2 and define the function 8 : J — R by (6). By Remark 3, g
satisfies equation (7). According to what we have observed at the beginning of
this section, the function ¢ defined by (8) satisfies equation (9) and

o (% +z0) — a(wo)

a(x+ x0) — alzg)

T e J

p(r) =

By the first statement of Theorem 3 either n =1 or n = % Assume first that
n = 1. Then
53)

Blx)
would imply that § and, consequently «, would be constant function. This is
a contradiction, as every function satisfying (1) must be one-to-one.

T € J,

Consider the case when n = % Now from Theorem 3 we get

ﬁ(%) _Apr+1

= J.
B(x) dpp+2 "7
or equivalently, setting ¢ := 4p,
T qr +1
12 <7) - , J,
(12) 5(3) =258, we

for some ¢ € R, q # 0, which can be written in the form

T 1

(13) <g+1>ﬂ(§):§(z+l)ﬂ(z), ze

Setting y = 0 in (1) we get
5 B (, BB s\ _,
TORE <3+2 e >_1, cJ x40

Applying here (12) we obtain

B (%) - B(x) LB (x) — B (2)
5 ()~ B () (3“ 5 (@)

>:1, x€e€J x#0,
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which reduces to the equation

(14) <qix + 1) 8 (}) - z (gr+1)B(z), zedJ

By (13) and (14) the function v : J — R defined by

y(x)=(qgz+1)B(x), x€l,

the simultaneous system of functional equations

1(3) =37, ”(ﬁ) =), =el

It is easy to show (taking into account that v(0) = 0), that the function ~
can be uniquely extended to the function satisfying this system of equations,
respectively in [0,00) or (—o00,0] or in R depending on whether xq is the left
end point of I, the right endpoint of I or the interior point of I. Assume for
instance that xg is the left end point of I and, for convenience, denote this
extension by 7. Since (log 3)/(log 2) is irrational and + is continuous at a point
in the interval (0, 00), we infer that (cf. [6]),

By the definition of v we get

(L)

B(x) = m,

x € J,

whence, by the definition of 3 we get the result. In the case when g is the right
end point of I the argument is analogous. In the case when z( is an interior
point of I, then, according to the previous cases, @ must be a homographic
function at least at one of the intervals I N [z, 00) and IN (—o0, zg]. In this
case equation (1) easily implies that « is a homographic function in the interval
I. This completes the proof. |

For the discussion the question if the regularity conditions assumed in The-
orems 3 and 4 can be omitted consider

Remark 7. Equation (1) is equivalent to the functional equation

aly) = 2 [Ba (54) — o (35H)] — 20 (52) a (35Y)
(15) 20 (z) + a (H2) - 30 (3512)

z,y€el, x#y.
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Proof. Assume that « is one-to-one and satisfies equation (1). From (1),
for all z,y € I, x # y, we have

o) 2o+ 0 (1) 50 (212)] -
o)+ (<5 () (55)

4
Suppose that 2a () + a (25%) — 3a (35%) = 0, that is

3r+y\ _ 2 1 (x+y
a( 1 )—Ba(:v)—i—?)a( 5 )

for some x,y € I, x # y. Setting this to the right-hand side of the above equality

we get [a () — (%)] P = 0, whence y = x, as « is one-to-one. Thus equation
(1) implies (15). The converse implication is obvious. |

Remark 8. Thus equation (15) is of the form

o =s{orn (557) (5%)).

2123 — 32129 + 22923

where

h(z1, 20, 28) = 323 — 29 + 221

and one could try to employ the celebrated regularity theory due to Antal
Jarai [1] by the assumption that the unknown function « is monotonic, so it
is a.e. differentiable. To get its differentiability one could apply Theorem 17.6
in [1], and then, to get higher regularity, Theorem 15.2. At this background a
question arises if the lack of regularity of h at the points (21, 22, 23) such that
323 — 29 + 221 = 0 is a serious difficulty.
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